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Introduction 
Storage systems evolve rapidly these days on features and capacity. Adaptation to this technical evolution forces IT managers to migrate the 
data of applications and business processes on a periodic basis to newer generations of storage systems. There are many strategies and tools  
for executing this migration and the actual choice depends on factors like heterogeneity support, complexity of operation, level of host access 
disruption during migration, level of automation, performance of the storage system and fabric during migration, migration speed and bandwidth 
throttling capabilities, license model, and cost. 

Built on the solid capabilities, performance, and ease of use of the HPE 3PAR Peer Motion Manager tool for 3PAR-to-3PAR systems, HPE has 
created the HPE 3PAR Online Import tool to migrate data from EVA P6000 to HPE 3PAR StoreServ storage. HPE 3PAR Online Import for  
EVA P6000 runs within P6000 Command View, which orchestrates all stages of the data migration cycle to ensure the migration process is 
simple and foolproof. No external appliance is used and minimal planning is required to start an Online Import migration. HPE 3PAR Online 
Import is also available for migrations from EMC, IBM, and HDS systems and is part of HPE Storage Federation, enabling on-demand data 
mobility between storage arrays in a local or metro area without cost, complexity, downtime, or the use of external appliances. 

This paper expands on topics discussed in the HPE 3PAR Online Import for EVA guide1 and covers additional material on concepts, features, 
technical prerequisites, workflow, best practices, and troubleshooting.  

Assumptions 
It is expected that the reader has absorbed the material in the HPE 3PAR Online Import for EVA guide.1 This paper has been prepared using 
HPE P6000 Command View 10.3.8 and HPE 3PAR OS 3.3.1 on the HPE 3PAR StoreServ. While throughout this paper mainly the singular form 
of the word “host” is used, the content applies also to clusters of hosts unless explicitly disclaimed. 

Terminology 
Throughout the paper we identify the EVA P6000 array that contains the data to be migrated by Online Import as the “source” array. The  
HPE 3PAR StoreServ system where the data will be migrated to, is called the “destination” array. The server whose data volumes undergo 
migration from the source to the destination array is called the “host.” Volumes on the EVA P6000 source system are called Vdisks, volumes  
on the HPE 3PAR StoreServ destination system are called virtual volumes or VVs. A “zoning” operation creates a logical connection in the  
SAN between a Fibre Channel (FC) host bus adapter (HBA) on a server and one on a storage system. 

Concepts 
HPE 3PAR Online Import manages the data migration from HPE EVA P6000 to HPE 3PAR StoreServ systems without the use of host-based 
mirroring or an external appliance. The migration is executed from within P6000 Command View 10.2 or higher. The granularity of a migrated 
object is an entire Vdisk. The import of data into the destination system happens either online, with a short disruption to the host I/O, or in an 
offline fashion. The EVA P6000 and the HPE 3PAR StoreServ systems are interconnected via dual FC links and preferably dual, redundant  
SAN switches serving as the dedicated path for the data transfer between the source and the destination system. 

The coordination between the host and the storage systems for a migration is managed by a software wizard running inside P6000 Command 
View. The wizard walks the administrator through the steps defining the source and destination systems, selecting the Vdisks to migrate and 
start the migration. The wizard informs the administrator when to make SAN zone changes if any are needed. Zone/unzone operations are 
executed manually and outside of P6000 Command View using vendor-specific SAN switch management tools. 

Starting at the actual data migration, the selected Vdisks on the source EVA P6000 receive a Management Lock to prevent them from  
being migrated twice or accessed by another host. During the migration the host accesses the Vdisks on the EVA P6000 over the destination 
HPE 3PAR StoreServ and the Peer links. Until the migration completes, application writes are transmitted to the source Vdisk until the migration 
for the Vdisk has completed. 

 

 

 
 
1 h20565.www2.hpe.com/hpsc/doc/public/display?sp4ts.oid=471497&docId=emr_na-c04583504&docLocale=en_us 

https://h20565.www2.hpe.com/hpsc/doc/public/display?sp4ts.oid=471497&docId=emr_na-c04583504&docLocale=en_US
https://h20565.www2.hpe.com/hpsc/doc/public/display?sp4ts.oid=471497&docId=emr_na-c04583504&docLocale=en_US
https://h20565.www2.hpe.com/hpsc/doc/public/display?sp4ts.oid=471497&docId=emr_na-c04583504&docLocale=en_US
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Online Import does not support the reverse migration of volumes from HPE 3PAR StoreServ to EVA P6000. 

Use cases 
Online Import has a number of use cases that illustrate its business value. The most important use cases include: 

Zero downtime technology refresh 
Technology refreshes have always been a challenging activity in the data center. Customers are faced with the choice of either staying on their 
old storage technologies or refresh their technologies with forced downtime. Obviously, neither is a good solution. On supported host operating 
systems, HPE 3PAR Online Import allows customers to move data from their current EVA P6000 arrays to HPE 3PAR StoreServ systems in a 
non-disruptive manner. This obviates the need for planned server downtime to migrate to the newly acquired HPE 3PAR StoreServ system 
synchronizing your financial and operational decisions. 

GUI-assisted data migration 
Storage data migration can be host, array, or appliance driven. Some migration tools run from the command line, which makes them hard to use. 
HPE Online Import for EVA P6000 to HPE 3PAR StoreServ offers a graphically oriented user interface operated by the clicks of a mouse within 
the familiar environment of the P6000 Command View EVA. With all prerequisites checked in the background by the Online Import application, 
this ease of use brings data migration to all levels of system administrators. 

Appliance-less data migration 
Appliances brought into the data center, even for a short time, are a concern to IT managers for security, LAN and SAN connectivity, power, and 
performance. Many commercial solutions for data migration require the installation of an appliance that shares SAN bandwidth with other arrays 
and applications. HPE 3PAR Online Import has no dependencies on additional technology layers or extra tools and works without requiring 
complex planning. The source and destination arrays are interconnected in a peer fashion using a dedicated set of FC links between them, 
resulting in no disruption to other SAN traffic during the data transfer. 

Features 
At installation time of P6000 Command View, Online Import is an included component with the “Typical” installation option. The installation of 
the Online Import component at a later stage is possible. P6000 Command View installed on the array-based management (ABM) card does not 
support Online Import. 

In an Online Import migration operation, we start out from a host with the HPE MPIO Device Specific Module (DSM) for EVA P6000 installed. 
The host is zoned to the source EVA P6000 system that has one or more Vdisks presented to this host. The EVA P6000 is also zoned to the 
destination HPE 3PAR StoreServ system through the two Peer links. An Online Import migration starts by selecting in P6000 Command View 
either a Vdisk or a host on the source EVA P6000. The sequence of tasks to complete an Online Import migration depends on the operating 
system of the host. Figure 1 shows the migration options tree diagram for Online Import. “Host migration” means that all Vdisks presented to  
this host are migrated in one go to the HPE 3PAR StoreServ system. 
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Figure 1. Migration options tree diagram for Online Import 

Windows® systems support the minimally disruptive and the offline types of migration. In minimally disruptive, a planned reboot of the Windows 
operating system on the host is required to accommodate the required zoning and multipathing changes. The actual migration of the data that 
usually represents the larger part in time of an Online Import operation is performed online with the applications up and running. In the offline 
migration, the Vdisks selected for migration should not be presented to a host. On non-Windows hosts, the migration can be online with no 
disruption to the host I/O, minimally disruptive or offline. Offline migration is indifferent to the operating system of the host or connectivity 
protocol between the host and the source and destination storage systems. For this type of migration all Vdisk presentations need to be 
removed and the host needs to be shutdown throughout the entire offline migration process. 

An Online Import migration is assisted by a software wizard. The wizard presents a sequence of dialog boxes that lead the administrator through 
a series of well-defined and ordered steps to complete the Online Import migration task. The starting point for the wizard is the selection by the 
administrator of a single Vdisk or a single host; this is called the explicit selection. This explicit selection can be complemented by the wizard by 
one or more implicitly selected objects. The implicitly selected objects arise from rules embedded in the migration software that look for 
relationships between hosts and Vdisks. The list of implicitly added Vdisks cannot be modified. As an example of implicit addition, when selecting 
a Vdisk that is exported to multiple hosts, the rules will add the other hosts and their presented Vdisks to the list of objects to migrate. As 
another example, when a presented Vdisk is chosen, all other Vdisks presented to that same host are implicitly included in the list of objects to 
migrate. This ensures that for example that all Vdisks engaged in a logical volume management (LVM) structure on the host or all volumes that 
belong to a database are included automatically, as the source EVA P6000 does not know about the type of application on the host. In an offline 
migration, Vdisks can be selected on an individual basis and no implicit addition takes place. 

Online Import is thin-aware: blocks of zeros on full provisioned Vdisks migrated to the HPE 3PAR StoreServ will not be written to disk if the 
destination volumes are thin-provisioned or deduped. Thin provisioned Vdisks on the EVA P6000 are migrated like full ones. Because thin 
volumes on the EVA P6000 do not have the zero detect option, Vdisks can have large blocks of sequential zeroes. Migrating a volume of this 
kind to a thin volume with zero detect selected on a HPE 3PAR StoreServ will reduce its used space on the destination.  

The granularity by which Online Import moves data is a block of 256 MB. Space for the VVs is allocated across physical disks on the HPE 3PAR 
StoreServ system based on the CPG details of the destination volumes. Snapshots, snapclones, and mirrorclones of a Vdisk on the source system 
get transferred to the destination system but their relationship to the parent Vdisk is not maintained. Vdisks in an active or suspended remote 
replication configuration with another EVA cannot be migrated. During the data migration, all reads by the host from the migrating Vdisks are 
served by the EVA P6000 over the destination HPE 3PAR StoreServ and the Peer links. Writes by the host go to the HPE 3PAR StoreServ VVs  
if the block for it was already migrated. Writes also always go to the EVA P6000 Vdisks to keep them current in case the migration halts for  
some reason. 
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Technical prerequisites 
All models of EVA P6000, except the EVA 3000 and 5000, are supported as source systems for an Online Import operation. HPE 3PAR 
StoreServ 7000, 8000, 10000, and 20000 models are supported as destinations systems. The list of supported XCS firmware versions for the 
EVA P6000 source systems and the minimum versions of HPE 3PAR OS for the HPE 3PAR StoreServ are available in SPOCK2. The HPE MPIO 
DSM for EVA P6000, the multipathing software for the EVA P6000 system, does not have to be removed from the host at the time of the zone 
changes for online and minimally disruptive migrations. For Windows Server® 2008 and 2012, the multipathing software needed for HPE 3PAR 
StoreServ systems is the native Windows MPIO DSM that was automatically enabled at the time of the installation of the EVA P6000 DSM. For 
Windows Server 2003, the HPE 3PAR MPIO for Microsoft® Windows multipathing driver has to be installed before starting the actual migration. 
This driver can be downloaded for free from the HPE Support Center3. Installing this driver requires a reboot of the host, please consult the 
Release Notes for it. For non-Windows hosts, consult SPOCK2 for the list of supported multipathing software for HPE 3PAR StoreServ. 

HPE 3PAR Online Import requires two unused FC Host ports on the destination HPE 3PAR StoreServ system to be converted in Peer 
Connection Mode. This change of port mode has to be configured manually and outside of P6000 Command View by the administrator  
before starting the migration wizard. After becoming a Peer port, the WWN of the FC port changes to xx:xx:x2:xx:xx:xx:xx:xx. This changed  
WWN is the one to be used in the SAN zoning of the Peer links. The physical FC ports for them have to be on HBAs in adjacent controller nodes 
(e.g.,  nodes 2/3 or 6/7); the other FC ports on the HBAs of an HPE 3PAR StoreServ 7000, 8000, 10000, and 20000 can be used for host 
connectivity. Exactly two Peer links are supported to the host ports of the EVA P6000. The Peer links run over redundant SAN switches, direct 
FC connect is not supported. The host ports that are the end points on the EVA P6000 system for the Peer links can be shared with other hosts.  

The firewall on the Windows system running P6000 Command View and any network-based firewall in the data path to the destination  
HPE 3PAR StoreServ system must allow traffic over TCP ports 2386, 5781, and 5783. The first port is used by the Online Import web service  
to publish its data in a web browser. The last two ports are the Event port and the Secure CLI port on HPE 3PAR StoreServ. Note that all three 
port numbers are configurable and may have been changed from their default values by the system administrator. 

Online Import supports thin and full-provisioned Vdisks on the EVA P6000 as source volumes. Vdisks for migration are limited to 16 TB in size, 
also on destination HPE 3PAR StoreServ systems running HPE 3PAR OS 3.3.1 and later. For online and minimally disruptive migrations only 
hosts with FC HBAs to EVA P6000 and HPE 3PAR StoreServ are supported; any host-to-array storage protocol is supported for offline 
migrations. Exactly one source-destination pair can be defined for an Online Import migration operation in P6000 Command View. As a result, 
only one migration can be configured and executed at a time. 

The maximum number of Vdisks for an online and minimally disruptive migration is 255; this number includes the explicit and implicitly selected 
Vdisks. For offline migrations up to 25 Vdisks can be specified in a single migration definition. The volumes created by Online Import on the 
destination HPE 3PAR StoreServ are normal volumes that can be the subject of snapshots, Physical Copy, Remote Copy, Dynamic Optimization 
(DO), and Adaptive Optimization (AO) operations to name a few. These operations can only start when the destination volume is no longer of 
the Peer type. 

For every Vdisk under migration, an import task is created in the HPE 3PAR StoreServ. Up to nine import tasks execute simultaneously; the other 
tasks are queued and start automatically when a running migration task finishes. During the migration the P6000 Command View application 
can be closed as the migration is managed entirely by the HPE 3PAR StoreServ system. 

Online Import workflow 
The workflow for an HPE 3PAR Online Import operation can be subdivided in five steps. We assume that the source EVA P6000 has one or 
more Vdisks created with some of them presented to a host with a supported operating system for EVA P6000 and HPE 3PAR StoreServ 
storage systems. A supported version of the multipathing software for the EVA P6000 is installed and configured on the host. 

In a first step we verify that the two Peer FC ports on the destination HPE 3PAR StoreServ system were created and zoned properly to two host 
ports on the EVA P6000 system. The required SAN FC setup at this step is shown in figure 2. 

 
 
2 hpe.com/storage/SPOCK 
3 h20564.www2.hpe.com/hpsc/swd/public/readIndex?sp4ts.oid=5383464&swLangOid=8&swEnvOid=1005 
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Figure 15. The “Start” button to initiate the data transfer from the EVA P6000 to the HPE 3PAR StoreServ system 

Once the data migration has started, the HPE 3PAR Online Import wizard shows the progress of the migration in bar graphs, one per Vdisk and 
one for the entire migration as shown in figure 16. The bar graphs are updated every 60 seconds.  

When executing a minimally disruptive migration, the migration has to be started before the host can be rebooted. This is particularly critical for 
hosts in a cluster. The host(s) can be restarted when figure 16 shows a non-zero percentage for all Vdisks in the Data Transfer column.  

Whether the destination VVs come online after the boot of a Windows host depends on the SAN Policy defined on the host. If the SAN Policy is 
set to Offline Shared, the destination VVs must be brought online manually using Disk Manager or the diskpart utility. 
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Figure 16. Bar graphs inside P6000 Command View showing the progress of an Online Import migration 

The HPE 3PAR CLI command showvv –p –prov peer now shows the Peer volumes importing. Output for this command is in figure 17. 

 

Figure 17. Using the HPE 3PAR CLI to show the importing status of the Peer volumes 

The progress of the data transfer can also be monitored from within the HPE 3PAR StoreServ Management Console (SSMC). To display 
historical data on past migrations, go to “Reports -> Create report” and select the template “Host Port - Performance Statistics”. Next click  
“Add Rules”, add the rule for the “Peer” port type, remove the “Host” type, modify the Time Settings and Chart Options if needed and finish by 
clicking the “Create” button. For real-time statistics on the Peer ports, select the template “Port (Data) - Real-Time Performance Statistics”,  
click “Add objects” and remove all nine predefined objects to increase clarity in the chart. Next click “Select objects,” make your selection for the  
Y axis and the “Type” and select both Peer ports and the plot option for an individual or aggregated series for each object. Next modify the  
Time Settings and Chart Options if needed and finish by clicking the “Create” button. Figure 18 shows real time Peer port statistics for data 
throughput for two Peer links rated at 4 Gbps between an EVA P6000 and an HPE 3PAR StoreServ. 
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Figure 18. Peer port real time throughput chart in the HPE 3PAR StoreServ Management Console 

The HPE 3PAR CLI command statport -peer produces the same information in numerical format and includes information about  
the current queue length on the Peer ports, the service times and the I/O size. This information updates two seconds by default; the update 
frequency can be changed using the option -d. Figure 19 shows a screenshot of the output for this command for the migration shown in  
figure 18. 
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Figure 19. Numerical output for the throughput of the Peer links averaged over five seconds using the HPE 3PAR CLI command statport –peer 

The progress of the import tasks can also be monitored from the HPE 3PAR OS command line using the showtask –active command. 
Output for this command is shown in figure 20. The Step column represents the number of regions of 256 MB migrated so far and the total 
number to be migrated. The volumes under migration are 200 and 201 GB in size counting 800 and 804 regions respectively. 

 

Figure 20. Monitoring progress on importing the volumes using the HPE 3PAR CLI command showtask 

 



Technical white paper Page 21 

 

The command showtask –d <task ID> informs about the regions migrated and at the end about the time the import took. In the particular  
case above, a total of 200 GB + 201 GB = 401 GB was imported in 11 minutes and 52 seconds. This converts into about 2 GB/s throughput  
over the combined Peer links, each valued at 4 Gbps. With more volumes migrating simultaneously, the Peer links get saturated and reach their 
theoretical throughput of nearly 2.9 GB/s. Note that the throughput can be reduced in the presence of load on the host and on the source and 
destination storage system. 

When the data migration is finished, the bar graphs in figure 16 show 100%. The HPE 3PAR CLI now shows the migrated volumes moved out of 
their Peer provisioning status to the requested one being thin in this case.  

 

Figure 21. Using the HPE 3PAR CLI to show the Peer volumes became base volumes after completion of the migration 

In a fifth and final step, a manual cleanup can be executed on the host and the source and destination system. The host representing the  
HPE 3PAR StoreServ system that was created on the EVA P6000 can be removed if no more Online Import migrations between these two 
systems will take place. The EVA P6000 MPIO DSM can be removed from the host if no more Vdisks from this or another EVA P6000 are 
presented to it; this removal requires a reboot. The Peer links on the HPE 3PAR StoreServ system can be unzoned and the Peer Connection 
Type on both ports reset to Host. 

Best practices 
Preparation 
The P6000 Command View application managing the Online Import migration should not execute on a Windows host whose Vdisks are under 
migration. In the case of a minimally disruptive type of migration, the Windows host has to be shut down precluding access to the P6000 
Command View application to start the actual data transfer. 

In the wizard for Online Import, one needs to supply the TCP port numbers for the HPE 3PAR Event and Secure CLI ports. These are predefined 
on 5781 and 5783, but may have been changed by the system administrator. HPE recommends verifying with the storage administrator if the 
port numbers for these functions deviate from the default ones. Also, check with the networking staff that TCP ports 2386, 5781, and 5783 or 
the custom ones are open on the firewalls between HPE P6000 Command View and the HPE 3PAR StoreServ. 

HPE 3PAR Online Import requires changes to the SAN zoning between steps in the migration. If the person carrying out the migration does not 
have permission to change the zoning, make sure he or she can contact a SAN zone administrator who can execute these changes. The required 
SAN zones should be created upfront to eliminate last minute work to retrieve WWNs, create aliases, and assemble zones from them. Activating 
and deactivating the SAN zones when required by the migration wizard is done in seconds. 

The Vendor ID and the Product ID in the SCSI Inquiry string for the migrating volumes change from HP and HSVxxx (with xxx a 3 digit number 
typical for the controller type of the EVA P6000) on the EVA P6000 to 3PARdata and VV (model independent) on the HPE 3PAR StoreServ 
respectively. Application software that relies on this string may fail to recognize a volume when it migrated to the destination HPE 3PAR 
StoreServ. HPE recommends researching this topic before undertaking an Online Import operation. 

If a VV exists on the destination system with the same name as a Vdisk under migration on the source system, one of the two volumes has to 
change name. 

 

 



Technical white paper Page 22 

 

Online Import retains the LUN ID of the migrating volume on the EVA P6000 on the destination HPE 3PAR StoreServ wherever possible.  
If the LUN id is already taken on the HPE 3PAR StoreServ, the Online Import wizard proposes a new LUN ID for the VV on the destination  
HPE 3PAR StoreServ. As an alternative, one can cancel the wizard, change the LUN ID of the source Vdisk to a value that is unused on the  
HPE 3PAR StoreServ and restart Online Import. HPE recommends to examine source and destination for LUN ID conflicts and plan ahead how to 
resolve them.  

Peer links and Peer volumes 
Before starting the Online Import wizard, you need the Peer FC links between the source and the destination system in place and zoned properly. 
This means you need to have two unused FC ports on HBAs on adjacent controller nodes on the destination HPE 3PAR StoreServ system. If only 
one or no FC links are present while executing the wizard, an error message gets displayed upon which you have to cancel the migration wizard, 
create the Peer ports and the proper zoning and restart the wizard. Hewlett Packard Enterprise recommends [single initiator – single target] 
zoning for all SAN zones. This improves performance, security, and fault isolation and decreases troubleshooting time. 

Having the Peer ports and the zoning for the Peer links in place days or weeks before the actual data migration takes place does not harm  
or induce any performance penalty to applications. The Peer links carry no traffic until the Online Import operation is started. Hewlett Packard 
Enterprise recommends setting up the Peer links and verifying their operational status a few days before the migration starts to resolve  
SAN zoning or other issues if any. 

The Peer volumes are created on the HPE 3PAR StoreServ in the Peer provisioning type and with RAID 0 protection. This can be verified  
in the HPE 3PAR SSMC and HPE 3PAR CLI but should not cause any concern. Before the actual migration starts, the Peer volumes do not 
contain any data. During the migration, the data lands properly on the HPE 3PAR StoreServ in the desired provisioning type and with the 
intended RAID protection level. At the end of the migration of the volume, the correct provisioning type and the RAID level become visible  
in the SSMC and the CLI.  

Hosts and volumes 
The host definition on the destination HPE 3PAR StoreServ system is created automatically by the Online Import wizard at the start of the  
Online Import data migration if it did not yet exist. The existence of the host on the HPE 3PAR StoreServ is determined on the level of the 
WWNs, the host can have a different name on the 3PAR than on the EVA P6000. The VVs created on HPE 3PAR StoreServ carry the same 
name as the Vdisk on the EVA P6000. Companies that identify volumes after the name of the storage system can change the name of the 
destination VVs online. The organization of Vdisks into folders on the EVA P6000 is not recreated on the HPE 3PAR StoreServ system. 

A common action is to migrate all Vdisks on an EVA P6000 system presented to a particular host. The Online Import wizard offers multiple  
ways to pick the Vdisks to be migrated. The fastest way to accomplish this selection is by highlighting the name of the host in the Hosts folder in 
P6000 Command View before starting the migration wizard. Another way is to select one Vdisk presented to this host and let the implicit 
selection rules add the other Vdisks presented to the host.  

In an offline migration the volumes for migration are picked individually. The implicit addition algorithm is not operational for offline migrations. 
To select multiple offline Vdisks, possibly spread across several folders, highlight the top-level folder called “Virtual Disks,” click on the “Add 
Migration” button in the “EVA to 3PAR Online Import” tab, and use the “Filter” option in the subsequent screen to pick the Vdisks by a criterion 
like volume name, disk group name, capacity, or RAID level. Multiple volumes can be ticked. 

HPE 3PAR Online Import for EVA P6000 Storage does not support compressed volumes as a destination volume. A volume can be converted 
into a compressed one after the migration completed. 

Migrations 
When using Windows Server 2003 on the host, the HPE 3PAR MPIO for Microsoft Windows 2003 multipathing driver has to be installed and 
configured when the migration wizard pauses showing the “Unzoned” button. The required reboot for it can be integrated in the shutdown of  
the Windows system needed for the SAN zoning changes. 

When executing a minimally disruptive migration of Vdisks presented to a Windows host, at no moment in time should the host be zoned 
simultaneously to the EVA P6000 and the HPE 3PAR StoreServ system. This is to eliminate the chance for data corruption on the Vdisks of the 
source system. This means the Windows operating system on the host should be shut down without an immediate reboot to give the SAN 
administrator the necessary time to make the required zone changes. This shutdown should be planned ahead with all involved parties. 
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In an offline migration it is enough to unpresent the volumes from the host, the host itself can stay in a running state. The host to export the 
migrated volumes to on the HPE 3PAR StoreServ must be created by the user followed by the export operation itself. The Online Import wizard 
does not execute these tasks at the end of the migration. 

While running through the Online Import wizard, the combination of the explicit and implicit Vdisks selected can be exported to a CSV file for 
inspection. Hewlett Packard Enterprise recommends that you inspect this file thoroughly to assure that the Vdisks listed are supposed to be 
included in the migration, with none listed that were not intended to be migrated. Just before the migration definition is committed, its details  
can be exported to another CSV file. Hewlett Packard Enterprise recommends that you inspect this file before committing to the migration. 

If the number of 255 online Vdisks after explicit and implicit selection is exceeded, the Online Import migration will not start. One can enter such 
a situation with clusters of multiple hosts when a number of Vdisks that are not presented to the cluster are included implicitly in the migration 
definition. The solution is to cancel the migration and reduce the number of presented Vdisks to 255 or less. 

Windows 2008(R2) and 2012(R2) clusters are migrated using the minimally disruptive method. The cluster size is four nodes is less. All SCSI 
reservations need to be cleared before starting the Online Import wizard in CV EVA. This means the cluster-shared disks and the quorum disk 
need to be taken offline or placed in maintenance mode. The Windows Cluster Service must be stopped on every node as well before the wizard 
is launched. 

One can take advantage of Online Import to convert fully provisioned disks on the EVA P6000 to thin or deduped VVs on the HPE 3PAR 
StoreServ during the migration. Blocks of zeros on the EVA P6000 are intercepted by the HPE 3PAR ASIC and not written to disk on the 
destination HPE 3PAR StoreServ for thin-provisioned and deduped volumes. 

When the migration definition has been committed, the wizard enters a pending state showing the “Completed” button in P6000 Command 
View. To cancel the migration at this stage, the administrator makes no zoning changes or does not shut down the host but still clicks the 
“Completed” button upon which a “Start” and an “Abort” button appear. The “Abort” button cancels the migration. Once the “Start” button has 
been clicked, the migration cannot be stopped. 

Hewlett Packard Enterprise recommends that you plan to migrate first the hosts with the least number of Vdisks or the smallest total size for  
the Vdisks to reduce the time of the impact of the migrations on other hosts and to free up controller resources for migrations of the larger  
hosts and Vdisks. 

For Windows Server 2003, the migrated disks will come online on the host automatically during the boot after a minimally disruptive migration. 
For Windows Server 2008 and 2012, the status of the migrated disks depends on the SAN Policy set in the diskpart utility. If the SAN Policy 
in this utility is set to Offline Shared, the disks on the HPE 3PAR StoreServ have to be brought online manually using diskpart or 
Windows Disk Manager. On non-Windows hosts you need to rescan the SCSI bus on the host to make the host operating system see the new 
LUNs during an online migration. The offline status of the migrating disks after restarting the host means applications that start with the boot of 
the host won’t find their data potentially leading to a support call. Hewlett Packard Enterprise recommends to disable the automatic startup of 
applications at boot time when shutting down the host for the SAN zone changes for Online Import. 

Hewlett Packard Enterprise encourages active monitoring of the data transfer throughput either from the P6000 Command View wizard, from 
the Peer Ports performance chart in HPE 3PAR StoreServ Management Console, or from the HPE 3PAR CLI. The total time for migration can be 
extrapolated from the throughput numbers shown. The migration continues while the P6000 Command View application is closed or other work 
is executed in it.  

Throttling the data transfer is possible by reducing the speed of the Fibre Channel transceivers of the Peer ports on the destination HPE 3PAR 
StoreServ system or on the SAN switches carrying the Peer traffic. These methods have the drawback that they may affect the bandwidth for the 
reads and writes to the source Vdisks during the migration potentially increasing the latency of the host applications. HPE 3PAR Priority 
Optimization does not support a Quality of Service (QoS) rule on Peer volumes. 

Information on completed Online Import migrations can be found in the Settings pane of the “EVA to 3PAR Online Import” tab of P6000 
Command View. The destination HPE 3PAR StoreServ stores the same information in its Event log. You can extract it using the HPE 3PAR  
CLI command showeventlog -msg import. The Task ID mentioned in the output can be used to reveal very detailed information about the 
migration using the CLI command showtask –d <Task ID>. Specifically in the case when migration tasks finished at night time or while P6000 
Command View was closed, HPE recommends that you inspect the output of these commands to verify the outcome of the migration. 
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Post migration 
After a migration ends, the host representing the HPE 3PAR StoreServ system on the EVA P6000 is still present on P6000 Command View.  
You can start another migration between the same source-destination pair without removing this host. At the end of all migrations, you can 
manually remove this host, unzone the Peer links in the SAN and reset the Peer Connection Type to Host for the two ports on the HPE 3PAR 
StoreServ system. HPE recommends uninstalling the HPE MPIO DSM for EVA P6000 from the host at the next maintenance window for the host 
if all Vdisks presented to the host were migrated. 

The migrated VV on the destination HPE 3PAR StoreServ inherits the WWN from its Vdisk counterpart on EVA P6000. The WWN can be 
changed to a native one for the HPE 3PAR StoreServ using the HPE 3PAR CLI command setvv. The optional auto parameter in this  
command will choose the WWN based on the system serial number, the volume ID, and the wrap counter. Changing the WWN of a volume  
is not allowed before its import is started, or while the import process is taking place. The WWN change is disruptive for I/O as the volume  
has to be unexported for this. 

The Management Lock set by P6000 Command View to each volume at the end of the migration preparation phase remains present after the 
migration completes. This prevents the volume from being mounted in an operating system. The reason for this is that the content of the volume 
is stale after the migration completed since write I/Os by the host no longer land on the source volume. Removing the Management Lock is 
possible and required to remove the Vdisk from the EVA P6000. 

Licensing 
Online Import requires an Online Import or Peer Motion license installed on the destination HPE 3PAR StoreServ system. No license is needed on 
the source array. A one year temporary license is included with the HPE 3PAR OS Suite for HPE 3PAR StoreServ 7000, 8000, 10000, and 
20000 systems. Permanent licenses are available. Consult your HPE representative or HPE partner for licensing information.  

Delivery model 
HPE has designed the HPE 3PAR Online Import application with ease of use in mind. As such, the actual migration can be executed by 
customers. Assistance with the migration by HPE Services is available as well: the “HPE 3PAR StoreServ Online Import Quick Start Service”4 
brings in expertise, automation, and best practices to deliver a successful end-to-end migration solution. Consult your HPE representative or 
HPE partner for more information about this service. 

Troubleshooting 
The HPE 3PAR Online Import for EVA Storage guide contains an expanded section at the end of the document on troubleshooting a number of 
problematic situations that can occur while executing Online Import in P6000 Command View. Please refer to that section for help in the event 
the Online Import operation fails. 

When contacting support for help, please collect the following information and include it in the description of the problem. 

1. The P6000 Command View logs in the following location:  

<Install drive/folder>\Hewlett-Packard\Sanworks\Element Manager for StorageWorks HSV\log 

2. The HPE 3PAR Online Import for EVA P6000 Storage logs in the following location:  

<Install drive/folder>\Hewlett-Packard\PMM\PMMTools\tomcat\32-bit\apache-tomcat-7.0.27\logs 

3. The HPE 3PAR Online Import for EVA P6000 Storage configuration and migration data located in the following:  

<Install drive/folder>\Hewlett-Packard\PMM\PMMData\data 

For collecting items (2) and (3) stop the Windows service with name HPE 3PAR Online Import for EVA Storage. After copying and 
compressing the information, start the service again.  

 

4 hpe.com/h20195/v2/GetPDF.aspx/4AA6-0422ENW.pdf 
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